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ABSTRACT

The increasing implementation of predictive artificial intelligence (AI) models in environmental policies 
poses critical challenges for climate justice, particularly concerning equity and the rights of vulnerable 
communities. This article analyzes the ethical risks associated with the use of AI in environmental decision-
making by examining how these systems can perpetuate existing inequalities or generate new forms of 
exclusion. Through a systematic literature review of articles in Spanish and English indexed in Scopus between 
2018 and 2022, four central thematic axes were identified: algorithmic biases and territorial discrimination, 
opacity in climate governance, displacement of political responsibilities, and exclusion of local knowledge 
in predictive models. The results reveal that, although AI can optimize the management of natural resources 
and mitigate climate change, its application without ethical regulation tends to favor actors with greater 
technological and economic power, marginalizing populations historically affected by the environmental 
crisis. It is concluded that it is necessary to develop governance frameworks that prioritize algorithmic 
transparency, community participation, and accountability to ensure that AI-based solutions do not deepen 
existing climate injustices.

Keywords: Artificial Intelligence; Climate Justice; Algorithmic Biases; Environmental Governance; Public 
Policies.

RESUMEN

La creciente implementación de modelos predictivos de inteligencia artificial (IA) en políticas ambientales 
plantea desafíos críticos para la justicia climática, especialmente en lo relativo a la equidad y los derechos 
de comunidades vulnerables. Este artículo analiza los riesgos éticos asociados con el uso de IA en la toma 
de decisiones ambientales, al examinar cómo estos sistemas pueden perpetuar desigualdades existentes 
o generar nuevas formas de exclusión. Mediante una revisión documental sistemática de artículos en 
español e inglés indexados en Scopus entre 2018 y 2022, se identificaron cuatro ejes temáticos centrales: 
sesgos algorítmicos y discriminación territorial, opacidad en la gobernanza climática, desplazamiento de 
responsabilidades políticas, y exclusión de saberes locales en modelos predictivos. Los resultados revelan 
que, aunque la IA puede optimizar la gestión de recursos naturales y la mitigación del cambio climático, su 
aplicación sin regulación ética tiende a favorecer a actores con mayor poder tecnológico y económico, lo 
que margina a poblaciones históricamente afectadas por la crisis ambiental. Se concluye que es necesario 
desarrollar marcos de gobernanza que prioricen la transparencia algorítmica, la participación comunitaria 
y la rendición de cuentas, para asegurar que las soluciones basadas en IA no profundicen las injusticias 
climáticas existentes.
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INTRODUCTION 
The global climate crisis has prompted governments and organizations to adopt advanced technological tools 

to design more effective environmental policies.(1,2) Among these, artificial intelligence (AI) predictive models 
have gained prominence for their ability to analyze large volumes of climate data, predict future scenarios, 
and optimize resource allocation.(3) However, this growing reliance on algorithms raises fundamental ethical 
questions, particularly their impact on climate justice.(4,5) While AI promises technical solutions to complex 
problems, its implementation can reproduce or even exacerbate structural inequalities, disproportionately 
affecting already vulnerable communities.(6)

A critical issue is how intrinsic biases in training data and algorithmic design can distort environmental 
policy priorities.(7,8) Recent studies show how predictive models used to manage water resources or predict 
natural disasters are often based on information from developed regions, limiting their applicability in 
contexts with different socio-ecological realities.(4,9) This representativeness gap can lead to environmental 
interventions ignoring the needs of marginalized populations, thereby deepening historical patterns of 
exclusion.(10) 

Furthermore, the opacity of many AI systems makes it difficult to assess whether their recommendations 
reinforce unequal power dynamics.(11)

As an ethical-political framework, climate justice requires that environmental solutions consider not only 
technical efficiency but also the equitable distribution of their benefits and burdens.(12,13) AI introduces tensions 
between scalability and contextualization in this sense: while algorithms seek to generalize patterns, climate 
injustices are inherently local and specific.(14,15) 

Another ethical challenge lies in the governance of these systems. Technology corporations’ growing 
privatization of predictive tools concentrates decision-making power on actors with commercial interests, 
marginalizing local communities in processes that directly affect them. This dynamic calls into question 
basic democratic principles of participation and transparency, which are essential for legitimate and 
effective environmental policies.(2,7) Furthermore, using AI as a technological solution can allow governments 
to evade political responsibilities by attributing complex decisions to systems presented as neutral and 
objective.(18)

There is a palpable risk that predictive models will render invisible traditional and local knowledge that 
has proven crucial for climate adaptation in many regions.(19) By privileging quantifiable data over ancestral 
knowledge, these systems can erode sustainable practices developed over generations, replacing them with 
standardized but culturally inappropriate approaches.(13,20)

This article arises from the urgent need to critically examine how AI has reshaped the field of environmental 
policy and its implications for climate justice. Its objective is to analyze the main ethical risks associated with 
using predictive models in this area, identifying the challenges and opportunities for developing more equitable 
and participatory governance frameworks. In doing so, it seeks to contribute to the debate on how to harness 
the potential of AI without sacrificing the fundamental principles of equity and environmental justice.

METHOD
This study is based on a systematic review of the academic literature on applying AI predictive models in 

environmental policy and their relationship to climate justice. Adopting a qualitative approach, the research 
critically analyzed indexed scientific publications to identify patterns, tensions, and gaps in the ethical debate 
on this emerging issue.(21,22) The methodological process was structured in five rigorous stages that ensured the 
comprehensiveness and validity of the findings.

The first stage consisted of defining search criteria, where Boolean equations were established by 
combining key terms such as “artificial intelligence,” “climate justice,” “environmental ethics,” and 
“public policy.” The search was limited to documents published between 2018 and 2022 in the Scopus and 
Web of Science databases, with priority given to peer-reviewed articles in Spanish and English. In the second 
stage of document preselection, thematic relevance filters were applied by analyzing titles, abstracts, and 
keywords, and works that did not directly address the intersection between AI and climate justice were 
discarded.

The third stage involved a comprehensive content analysis, where the selected documents were examined 
using thematic coding to identify emerging categories. This process allowed the literature to be organized into 
four principal analytical axes that structure the results. Subsequently, in the fourth stage of methodological 
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triangulation, academic sources were contrasted with technical reports from international organizations and 
relevant case studies, enriching the analysis with multilevel perspectives.

Finally, the fifth stage consisted of interpretive synthesis, where the findings were integrated to construct 
a coherent analytical framework on the ethical risks of AI in environmental policies. This approach made it 
possible to overcome the limitations of traditional reviews by incorporating both technical and socio-political 
dimensions of the problem. The methodology ensured the identification of trends in the literature and the 
revelation of contradictions and critical gaps in this emerging field of study.

RESULTS 
A critical review of the literature identified that implementing AI predictive models in environmental 

policies is not a neutral process but reproduces and amplifies dynamics of socio-ecological inequality. The 
studies analyzed show that, despite their potential to optimize natural resource management, these systems 
tend to operate under technocratic logics that marginalize vulnerable communities and prioritize economic 
or geopolitical interests. Based on this diagnosis, four central themes emerged that structure the ethical 
risks identified: algorithmic biases and territorial discrimination, opacity in climate governance, displacement 
of political responsibilities, and exclusion of local knowledge. These themes reflect tensions between the 
dominant technical efficiency paradigm in AI and the principles of climate justice, which demand equity, 
transparency, and participation in environmental decision-making (see figure 1).

Figure 1. Ethical risks in AI for environmental policies

Algorithmic biases and territorial discrimination 
The literature reviewed highlights that AI predictive models used in environmental policies are often biased 

toward specific geographic and socioeconomic realities, leading to systemic territorial discrimination (see f﻿igure 
2).(23,24) These biases originate in selecting training data from regions with greater technological infrastructure, 
leaving out rural, indigenous, or peripheral communities.(25) 

As a result, algorithmic recommendations reinforce historical patterns of exclusion, such as prioritizing 
the protection of urban areas over marginalized territories with less representation in datasets.(26) This 
phenomenon is not technical but political; the “efficiency” criteria incorporated into the models often reflect 
economic values, such as maximizing GDP or protecting expensive infrastructure, to the detriment of local 
livelihoods.(27)

Furthermore, the standardization of algorithms clashes with the heterogeneity of ecosystems and community 
needs.(17,28) Research in India showed how AI systems for water management recommended dams in areas 
already affected by forced displacement based on hydrological metrics without considering social impacts.(29)

Climate justice requires addressing these biases through ethical evaluation frameworks that audit not 
only technical accuracy but also the distributional consequences of models.(30) Proposals such as participatory 
“impact assessments” identify which groups are rendered invisible in the data and how algorithmic outputs 
redistribute environmental risks.(18,31) However, most current policies lack these mechanisms, perpetuating 
what has been called data colonialism in climate governance.(32)
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Figure 2. Consequences and limitations associated with algorithmic biases

Opacity in climate governance 
The second analytical axis reveals that the opacity of AI systems in environmental policies undermines 

accountability and democratic participation.(33) According to the documents reviewed, this opacity operates on 
three levels: corporate secrecy surrounding algorithms patented by technology companies, technical complexity 
that prevents public scrutiny, and a lack of political will to make decision-making criteria transparent.(34) In 
practice, this turns predictive models into “black boxes” that legitimize decisions without allowing them to be 
questioned.(13) The literature points out that this opacity benefits actors with technological and economic power, 
as they can influence the design of systems without taking responsibility for their impacts.(34,35) Conversely, 
affected communities are disadvantaged regarding challenging decisions.(22,35) This exacerbates historical 
asymmetries, as corporations and centralized governments control AI infrastructure while local demands for 
transparency are criminalized or ignored.(14,24)

In response, proposals such as the right to explanation in European regulations (GDPR) or “auditable AI” 
standards promoted by the UN have emerged.(36) However, their implementation is in its infancy and faces 
resistance from technology lobbies.(15,28) Climate justice, in this context, requires not only opening up algorithms 
but also democratizing their governance by including actors traditionally excluded from these processes.

Shifting political responsibilities 
The analysis revealed a growing phenomenon of algorithmic technocracy in climate governance, where AI 

predictive models are used to transfer politically sensitive decisions from human actors to automated systems 
(see figure 3).(37) This shift operates through three interrelated dynamics: the objectification of decisions, the 
dilution of responsibility, and the depoliticization of conflicts.(38,39)

A prime example was the Dutch flood management system, where algorithms determined territorial 
protection priorities based solely on economic criteria, ignoring interregional equity considerations.(40) When 
rural communities protested the urban bias of the decisions, authorities claimed they were “following the 
data.” The literature identified this pattern as “algorithmic authority,” the tendency to accept AI results as 
superior to human judgment in contexts of climate uncertainty.(41)
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Figure 3. Causes and consequences of the shift in political responsibilities

This phenomenon poses serious risks to climate justice by reducing spaces for democratic debate on policy 
alternatives, concentrating power in actors with access to advanced technology, and creating new vulnerability 
types for communities without the capacity to audit or question predictive models.(18,42) Research in Australia 
showed how AI systems for allocating post-disaster resources reproduced colonial patterns of exclusion, but 
officials avoided taking responsibility by claiming technical limitations of the system.(43)

Exclusion of local knowledge and alternative epistemologies 
The predictive models that predominate in environmental policy are based on a reductionist epistemology 

that systematically marginalizes forms of knowledge that cannot be quantified.(44) The document review found 
that the systems analyzed did not incorporate mechanisms to integrate traditional or community knowledge 
about ecosystem management.(3,9,14,31) This exclusion operates through four mechanisms: standardization, 
epistemological validation, and decontextualization (see figure 4).

Cases documented in the Amazon showed how forest monitoring algorithms ignored indigenous ecological 
classification systems that identified degradation patterns invisible to satellite sensors.(45) Maasai herders were 
excluded from drought prediction systems in Kenya because their knowledge could not be translated into the 
data formats required by the algorithms.(46)

This exclusion has serious practical consequences: it reduces the effectiveness of policies by ignoring locally 
proven knowledge, erodes the cultural rights of indigenous peoples, and reproduces epistemological colonialism 
in environmental governance.(9,41) The literature revealed emerging efforts to develop “intercultural AI” that 
combines predictive models with traditional knowledge systems.(22,28) However, these cases are exceptional 
despite the predominance of technocentric approaches. 

Figure 4. Predictive models for environmental policies
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DISCUSSION 
The findings reveal that implementing predictive models in climate policy does not operate in an ethical 

vacuum but reproduces and amplifies pre-existing power dynamics. The supposed technical neutrality of these 
systems often masks value judgments that prioritize specific interests over others, particularly when training 
data reflects historical or geopolitical biases.(47) This poses a fundamental challenge, mainly when it affects 
communities already marginalized in contexts of climate vulnerability.(38,40)

 A worrying finding is how these systems can erode democratic processes in environmental governance.(48) 
Transferring decision-making authority to opaque algorithms reduces the space for public debate on policy 
alternatives and accountability.(35,39) This is particularly serious when affected populations lack the technical 
or institutional capacity to audit the models determining access to critical resources or the distribution of 
environmental risks. This creates new forms of political exclusion under technocratic structures.(42) Research 
also highlights a deep epistemological tension between the scientific-technical knowledge incorporated into 
algorithms and local expertise about ecosystem management.(9,18) This gap is not merely methodological but 
reflects asymmetrical power relations that invalidate non-Western forms of knowledge.(49) The results suggest 
that the effectiveness of climate policies is compromised when systems of environmental understanding and 
adaptation developed over centuries by indigenous and local communities are ignored.(24) Finally, the study 
highlights the central paradox of relying on standardized technological solutions to address environmental crises 
that are, by nature, deeply contextual and unequal. While AI can offer valuable tools for climate analysis, its 
implementation requires ethical frameworks prioritizing equity over efficiency, participation over automation, 
and epistemic diversity over technological universalism.(50,51) This requires not only improving technical systems 
but also transforming the governance structures that determine how, by whom, and for what purpose these 
technologies are used.

CONCLUSIONS 
This study shows that the implementation of AI predictive models in environmental policies requires a 

critical approach that transcends the prevailing technological optimism. The findings demonstrate that these 
systems, far from being neutral, reproduce and amplify structural inequalities when not accompanied by robust 
ethical safeguards. It concludes that the fundamental challenge lies in developing governance frameworks 
prioritizing climate justice over technical efficiency by ensuring algorithmic transparency, effective community 
participation, and recognition of local knowledge.

The research underscores the urgency of reorienting technological development toward intercultural and 
auditable AI models that complement—not replace—democratic processes in environmental decision-making. 
This requires technical improvements in predictive systems and profound transformations in the power 
structures that determine their design and implementation, ensuring that technological innovation truly serves 
socio-environmental equity.
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